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Executive Summary 
Artificial Intelligence (AI) is rapidly becoming a cornerstone of economic competitiveness, public 
service delivery, and national security. At the same time, it introduces new systemic risks to 
cybersecurity, privacy, and societal trust. This paper, developed under the Charter of Trust’s 
Principle 3 “Security by Default”, addresses this dual challenge: securing AI systems throughout 
their lifecycle while responsibly leveraging AI to strengthen cybersecurity. 

Aligned with the Charter of Trust’s overarching goals—to protect data, prevent harm to people 
and infrastructure, and establish a reliable foundation for trust in a digital world—the paper 
outlines how Security by Default can operationalize Trustworthy AI. It positions security not as a 
reactive compliance exercise, but as an inherent, continuously enforced design principle that 
enables innovation while safeguarding resilience, transparency, and accountability. 

Against a backdrop of increasing geopolitical competition, fragmented regulatory regimes, and 
accelerating AI adoption, the paper highlights the strategic importance of trust as a differentiator 
for organizations and societies alike. It examines key governance, technical, and regulatory risks 
surrounding AI, and underscores the need for coherent governance models that integrate 
cybersecurity, privacy, and ethical considerations from design through deployment and 
operation. 

Building on the Charter of Trust’s prior work, the paper provides a high-level framework for 
embedding Security by Default across the AI lifecycle, aligned with emerging global regulations 
such as the European Union (EU) AI Act. It also demonstrates how AI, when securely designed 
and governed, can serve as a powerful enabler of cybersecurity—enhancing threat detection, 
incident response, and risk management. 

With this, it complements the Charter of Trust’s “AI Policy Paper”, which offers practical guidance 
for organizations that develop their own AI systems. 

Ultimately, the paper reinforces the Charter of Trust’s conviction that trust, security, and 
innovation must advance together. By embedding Security by Default and Trustworthy AI 
principles at the core of AI development and use, organizations can strengthen digital trust, 
improve resilience, and contribute to a safer and more reliable digital future.  
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The Charter of Trust: Our Mission 
Amidst an increasingly severe and complex threat landscape, the Charter of Trust (CoT) was 
established at the Munich Security Conference on 16 February 2018 as a non-profit alliance of 
leading global companies and organizations. Since then, a continuously evolving group of 
members and partners works together across sectors to strengthen cybersecurity, cultivate 
digital trust and make the digital world of tomorrow a safer place. Today, our initiative consists 
of 13 Partners and 17 Associated Partners operating in nearly 170 countries across five continents 
and representing more than 1.8 million employees.  

All members endorse the ten fundamental principles of CoT designed to achieve three 
overarching aims: 

• To protect the data of individuals and companies; 
• To prevent damage to people, companies, and infrastructure; 
• To create a reliable foundation on which confidence in a networked, digital world can 

take root and grow. 

Guided by these principles, the Charter of Trust is working to protect our increasingly digitized 
world and build a reliable foundation on which trust and digital innovation can flourish. It 
advances effective cybersecurity policies worldwide and offers expertise in areas such as AI, 
postquantum-cryptography, security by default, supply-chain protection and education. This 
publication is issued by the Charter of Trust Working Group on Principle 3 — “Security by 
Default.” 

Figure 1: CoT across the globe. Figure 1: CoT across the globe 
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The Security by Default Working Group: Our Activities 
“Security by Default” is a principle emphasizing that security features are designed, implemented 
and consistently active and functioning throughout the entire lifecycle of a product, service, 
process, or business model. It represents the third of the Charter of Trust’s ten core principles. 
To advance this principle, a dedicated Working Group—composed of cybersecurity experts from 
CoT member companies—has pursued a phased program of work. 

Phase 1: Security by Default for Products, Functionalities and Technologies 
In 2020, the Working Group on Security by Default defined a set of 19 baseline requirements 
“Phase 1 ‘Products, Functionalities, Technologies’ Baseline Requirements” to drive integration of 
baseline security mechanisms into the products. Those requirements were followed by the 
Explanatory Document in 2021, “Achieving Security by Default. An Explanatory Document for the 
Phase 1 ‘Products, Functionalities, Technologies’ Baseline Requirements”, defining the critical 
cybersecurity requirements to deliver secure products, processes, services and business models.  

Phase 2: Security by Default for Processes, Operations and Architectures 
In 2021, the Principle 3 Working Group defined a set of 17 baseline security requirements “P3 
Phase 2 “Processes, Operations, Architectures” Baseline Requirements” to support organizations 
in implementing secure development processes and environment. Those requirements were 
again, in 2022, accompanied by an Explanatory Document “Achieving Security by Default. An 
Explanatory Document for the Phase 2 “Processes, Operations, Architectures” Baseline 
Requirements”. 

Phase 3: Security by Default for Sharing of best practices on Security by Default 
adoption (Current Phase) 
The document on “Secure Development Lifecycle: step-by-step guidelines” from 2023 bridges 
the two sets of baseline requirements, by showing step-by-step how a product or service can be 
designed, within a secure development process, and integrates the baseline security 
mechanisms. Our “Guideline on Cybersecurity Risk Assessment” from 2024 emphasized the 
importance of caution, proportionality, and due diligence when addressing cyber risks in digitally 
supported processes and value chains. The guideline offered practical, experience-based advice 
developed within the Charter of Trust P3 Working Group. Our latest publication from 2025 on 
“Security by Default in view of major Cybersecurity Regulations” addressed the growing 
regulatory landscape by providing orientation and guidance for organizations navigating diverse 
and evolving cybersecurity legislations across different jurisdictions. 

The current paper builds on this groundwork, addressing the next level of maturity: ensuring that 
AI technologies are not only innovative and compliant, but also secure, resilient, and trustworthy 
throughout their entire lifecycle. 

 
 

https://www.charteroftrust.com/topic/charter-of-trust-secure-development-lifecycle-step-by-step-guidelines/
https://www.charteroftrust.com/wp-content/uploads/2020/05/200212-P3-Phase-1-Baseline-Requirements_FINAL.pdf
https://www.charteroftrust.com/wp-content/uploads/2021/06/Charter-of-Trust-Principle-3-Achieving-Security-By-Default-Explanatory-Document.pdf
https://www.charteroftrust.com/wp-content/uploads/2021/06/Charter-of-Trust-Principle-3-Achieving-Security-By-Default-Explanatory-Document.pdf
https://www.charteroftrust.com/wp-content/uploads/2022/08/P3-Phase-2-Baseline-Requirements.pdf
https://www.charteroftrust.com/wp-content/uploads/2022/08/P3-Phase-2-Baseline-Requirements.pdf
https://www.charteroftrust.com/wp-content/uploads/2021/12/P3-Phase-2-Explanatory-Document.pdf
https://www.charteroftrust.com/wp-content/uploads/2021/12/P3-Phase-2-Explanatory-Document.pdf
https://www.charteroftrust.com/wp-content/uploads/2021/12/P3-Phase-2-Explanatory-Document.pdf
https://www.charteroftrust.com/wp-content/uploads/2023/10/Charter-of-Trust-%E2%80%93-Step-by-Step-Guidelines-on-Secure-Development-Lifecycle_update19102023.pdf
https://www.charteroftrust.com/wp-content/uploads/2024/02/CoT_P3_Risk-Assessment_v01_FINAL.pdf
https://www.charteroftrust.com/topic/security-by-default-in-view-of-major-cybersecurity-regulations/
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Disclaimer 
The following document serves as an overview and general information resource only. It is not 
intended to provide legal advice or guidance of any kind. While efforts have been made to ensure 
the accuracy and completeness of the information presented herein, it may not encompass all 
legal nuances or variations applicable to specific circumstances.  

Readers are encouraged to consult with qualified legal professionals or advisors regarding their 
particular situations or concerns. Reliance solely on the information contained in this document 
is done at the reader's own risk. The author and publisher disclaim any liability for any loss or 
damage arising directly or indirectly from the use of or reliance on this document. 

Objective 
This document explores the dual imperative of securing AI systems and leveraging AI 
technologies to strengthen cybersecurity. It outlines critical considerations for embedding 
"Security by Default" into AI design and deployment, while also examining how AI can be 
harnessed to enhance cyber defense capabilities across domains. By addressing regulatory 
frameworks, governance models, and practical use cases, the paper aims to guide organizations 
in building and using AI systems that are both resilient and ethically sound, ensuring 
trustworthiness in their design and use. It serves as an overarching map to navigate AI as a 
corporate condition with a pre-plotted destination towards “Trustworthiness” and “Security by 
Default”. For a more technical guidance on developing own AI systems, please consult the 
Charter of Trust’s “AI Policy Paper”.  

  

https://www.charteroftrust.com/topic/charter-of-trust-secure-development-lifecycle-step-by-step-guidelines/


Charter 
of Trust 

 

Principle 3 – Security by Default 

Classification CoT Public   6 

   

 
 

1. Introduction 
The Dual Imperative: Securing and Leveraging AI 
In the face of rapidly evolving AI, organizations face two critical imperatives: securing AI systems 
and using AI to strengthen cybersecurity. As AI technologies become integral to both business 
operations and national security, ensuring that these systems are secure and trustworthy is 
paramount. At the same time, AI itself holds the potential to enhance cybersecurity capabilities, 
making it a key tool in the fight against rising cyber threats. 

This paper explores these dual imperatives by addressing how "Security by Default" can be 
embedded into AI design and deployment, and how AI can be leveraged to improve cybersecurity 
outcomes across different sectors. The goal is to guide organizations in developing and applying 
AI systems that are resilient, ethical, and secure, fostering trust from the outset. 

Why This Matters Now: The Context for AI Security 
The urgency of this issue has never been greater. The rapid adoption of AI, combined with 
increasing cyber risks and the growing momentum of regulatory frameworks such as the EU AI 
Act, means that organizations must act quickly to ensure their AI systems remain compliant, 
secure, and trustworthy. Additionally, there is a strong link between technological leadership and 
trust—especially as AI plays an increasingly central role in geopolitical and economic 
competition. 

As AI becomes more embedded in critical infrastructure, financial systems, healthcare, and even 
government operations, the stakes are high. Malicious attacks on AI systems could have 
widespread consequences, including undermining public trust in these technologies. AI systems 
often rely on vast amounts of sensitive data, operate autonomously, and integrate into critical 
infrastructure, making them prime targets for cyberattacks.  

Without strong cybersecurity measures—such as encryption, access control, threat detection, 
and secure development practices—organizations risk data breaches, operational disruptions, 
and reputational damage. As AI continues to evolve, cybersecurity must evolve alongside it, 
becoming a foundational part of every AI-driven solution.  

Defining Key Concepts: “Security by Default” and “Trustworthy AI” 
Two foundational concepts are central to this discussion: "Security by Default" and "Trustworthy 
AI". 

Security by Default means that security features are built-in, active, and effective from the 
outset—without requiring user activation—and remain consistently reliable throughout the 
entire lifecycle of an AI system, product, service, or process. It ensures that protection, privacy, 
and resilience are integral, automatic, and continuously upheld. 
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Trustworthy AI, as defined by the EU Guidelines, refers to AI systems that adhere to seven key 
requirements ensuring ethical, safe, and responsible use. These include: 

• human agency and oversight, empowering individuals and safeguarding fundamental 
rights;  

• technical robustness and safety, guaranteeing resilience, reliability, and fallback 
mechanisms;  

• privacy and data governance, ensuring data protection and integrity; transparency, 
providing clear explanations and traceability;  

• diversity, non-discrimination, and fairness, avoiding bias and promoting inclusivity;  
• societal and environmental well-being, fostering sustainability and positive social 

impact;  
• and accountability, establishing mechanisms for responsibility, auditability, and redress. 

Together, these principles aim to create AI systems that are lawful, ethical, and technically sound. 

Embedding Trustworthy AI principles into a Security by Default approach ensures that security 
becomes a proactive, inherent enabler of trustworthiness rather than an add-on. Security by 
Default operationalizes key trustworthiness requirements by making them automatic and 
enforceable. Combined, Trustworthy AI provides the values and objectives, while Security by 
Default provides the mechanisms that activate and sustain them, resulting in AI systems that are 
secure, resilient, and aligned with societal expectations from the moment they are deployed.  

2. Geopolitical Context of Trustworthy AI 
Across organizations, governments, and industry sectors, AI has become a catalyst for innovation 
and efficiency. But it also introduces new levels of complexity and risk that extend far beyond 
economics and technology. The ability to develop, secure, and govern AI systems has become a 
defining factor of national competitiveness and corporate resilience. Thus, before exploring the 
risks and governance of AI, it is essential to understand the geopolitical framework that is 
shaping its development and regulation. 

In today’s global order, the power of nations increasingly depends on their ability to develop, 
control, scale, and secure critical technologies, and in particular AI. The race for AI leadership, 
has become a central element of international power dynamics. Technological dominance now 
serves not only as an economic advantage but as a key instrument of geopolitical influence, 
fueling a multifaceted, global competition. 

Data is the central asset in this contest. This is a source of economic value, predictive power, and 
strategic control: The fuel of the digital economy, and a critical asset of national and corporate 
power. Whoever governs data effectively controls the future of AI innovation. 

While the geopolitical race for AI leadership shapes global strategies and regulations, its real 
impact is felt within industries themselves. AI technologies are now becoming tools of 
geopolitical leverage, leading to the fragmentation of global technology ecosystems. The result 
is a landscape defined by competing visions of digital sovereignty, security priorities, and ethical 
norms. The consequences for global innovation and commerce are significant. Multinational 

https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai


Charter 
of Trust 

 

Principle 3 – Security by Default 

Classification CoT Public   8 

   

 
 

organizations must operate across jurisdictions with diverging rules, standards, and norms—
navigating complex web of regulatory expectations and market access requirements. Divergent 
standards raise compliance costs, disrupt supply chains, and fragment international 
collaboration. 

To navigate this environment, companies must integrate geopolitical risk assessment into their 
innovation and investment strategies, diversify supply chains, and strengthen resilience against 
technological and regulatory dependencies. Success requires regulatory agility, sustained 
investment in talent and internal capabilities, and proactive international partnerships that 
support transparency and interoperability. 

In this fragmented landscape, trust is a strategic differentiator. Organizations that embed 
transparency, privacy, fairness, and accountability into their AI products from the outset can 
more effectively operate across differing jurisdictions and standards. Building “trust by 
default”—rather than “trust by compliance”— is essential for maintaining competitiveness in 
markets where accountability and ethical integrity are paramount. 

3. Major Risks surrounding AI 
As organizations scale their use of AI, a broad set of risks emerge that threaten information 
security, operational stability, and institutional trust. These risks fall into five key categories: 

3.1 Governance and Compliance Risks 

Regulatory and Compliance Exposure: The AI regulatory environment is evolving rapidly, with 
new requirements emerging from the EU AI Act, United Kingdom (UK) regulatory frameworks, 
and sector‑specific rules. Uncertainty around compliance obligations increases the likelihood of 
penalties, reputational harm, and disruption to business operations. Ongoing regulatory tracking 
and alignment to compliance frameworks are essential. 

Legal and Ethical Uncertainty: AI presents unresolved legal challenges around copyright, 
intellectual property (IP), and ownership of AI‑generated content. Disputes over rights, 
attribution, and permitted usage are increasingly likely. In high‑risk domains such as healthcare, 
financial services, or public safety. AI failures can introduce ethical breaches or severe safety 
incidents. Dependence on unverified vendor claims further amplifies operational and compliance 
risk. 

3.2 Technical and Operational Risks 

Shadow AI: Unapproved or unmanaged AI tools introduce severe data‑handling and security 
risks. Shadow AI bypasses governance controls, potentially exposing sensitive data, expanding 
the attack surface, and increasing the likelihood of leakage or misuse. 

AI Hallucinations: Models can generate confidently incorrect, biased, or misleading outputs. 
These inaccuracies undermine decision quality, create operational errors, and erode trust in 
automated tooling. 
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Model and Data Security Risks: AI systems rely on complex architectures and large datasets, 
making them susceptible to model poisoning, adversarial inputs, data corruption, and 
manipulation. Weaknesses in robustness, testing, or resilience can result in systemic failure. 
Continuous validation, hardening, and security testing are required. 

Oversight and Monitoring Failures: Insufficient human supervision during design, deployment, 
or ongoing use allows issues such as bias, vulnerability, and misuse to persist undetected. 
Excessive trust in automation can reduce critical scrutiny. Strong oversight and clear 
accountability are essential. 

3.3 Security and Fraud Risks 

AI‑Enabled Fraud and Attacks: AI now enables more sophisticated phishing, social engineering, 
malware generation, and disinformation campaigns. High‑quality synthetic content makes 
threats more convincing and difficult to detect. Embedding security-by-design principles 
throughout the AI lifecycle is crucial. 

Autonomy and Control Risks: Highly autonomous AI systems may behave unpredictably or 
outside intended boundaries. Without enforced constraints, human‑in‑the‑loop controls, and 
fail‑safes, autonomous behaviors can trigger cascading or harmful outcomes. 

3.4 Strategic and Financial Risks 
Financial Exposure: AI initiatives can be costly, requiring investment in infrastructure, specialized 
talent, and vendor solutions. Misjudged expectations, cost overruns, or failed deployments can 
result in material financial losses. Dependence on third‑party providers introduces vendor lock‑in 
and pricing volatility. 

Long‑Term Strategic Risks: AI may contribute to workforce displacement, reduced human 
oversight, and over‑dependency on opaque or unexplainable systems. Poorly anticipating these 
impacts weakens resilience and undermines trust among employees and the public. 

Misalignment Risks: AI systems can optimize objectives that deviate from organizational goals 
or ethical principles. Misalignment can lead to harmful outcomes, strategic missteps, or 
unintended behaviors. Strong governance, clear objectives, and constant monitoring are 
required. 

3.5 Human Factor Risks 
Overdependence on AI: Relying excessively on automated systems can diminish human 
judgement, reduce operational adaptability, and increase vulnerability when systems fail or 
produce flawed outputs. Balanced integration preserves resilience. 

Accountability and Responsibility Gaps: Unclear ownership of AI decisions complicates 
governance, compliance, and incident response. Defined roles, responsibility models, and 
escalation structures are critical for trustworthy and auditable AI operations. 
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Conclusion 

Mitigating these risks requires a comprehensive AI governance framework that promotes ethical, 
transparent, and secure use of AI technologies. Effective governance includes regulatory 
monitoring, technical safeguards, security controls, cost‑managed investment, and long‑term 
strategic planning to ensure responsible and resilient AI adoption. 

4. Development of Governance Models for Implementing 
Trustworthy AI 

As many organizations, Charter of Trust partners are currently assessing and adapting to the 
multi-dimensional impact of AI and the diverse use-cases of the technology. As such, we are 
developing answers related to efficient governance and security: Balancing security policy 
enforcement while utilizing AI technology in evolving and improving products and services.
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Figure 2: Development of Governance Models for Implementing Trustworthy AI 
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5. Regulatory Aspects  
As AI governance becomes more mature, internal policies and controls must increasingly be 
designed with external obligations in mind. The same mechanisms that integrate ethics, safety, 
and cybersecurity—risk management, accountability, incident response, and documentation—
also determine whether an organization can demonstrate compliance to regulators, customers, 
and partners. This chapter therefore turns from internal governance to the regulatory landscape 
shaping AI development and deployment across jurisdictions. 

5.1 Global AI Regulation 
AI has been subject to ethical, safety, health, and security considerations, but is now emerging 
as a central focus of regulation worldwide. Unlike traditional safety or environmental laws, AI 
regulations target a specific technology, reflecting its strategic and geopolitical significance.  

Regulatory approaches vary widely across regions, sometimes even conflicting, creating major 
challenges for global AI providers, AI developers, and AI users. Exemplary obligations for AI 
providers usually include an AI lifecycle risk management system, (training) data governance, 
appropriate levels of accuracy, robustness and cybersecurity, as well as an incident reporting 
mechanism. AI developers and users must usually fulfill certain obligations regarding AI (input) 
data and AI system monitoring, incident reporting, human oversight, and transparency. Non-
compliance can result in severe penalties and restricted market access, while alignment with 
emerging standards may bring strategic advantages, including funding opportunities or preferred 
partnerships.  

Global competition for AI leadership has also slowed or stalled some legislative initiatives, as 
governments seek to ensure that AI regulation promotes both responsible innovation and safety 
and control, while preventing monopolistic practices. 

In addition, AI is also directly and indirectly affected by several non-technical, but rather human 
rights, economic policy, or geopolitically motivated regulations for instance regarding AI 
hardware supply chains, sustainability requirements, usage restrictions, data privacy and 
copyright issues. 
Table 1: Selected global AI regulatory developments as of Q4/2025 

Country/Region Regulation Comment 

European Union AI Act (2024) EU AI Act regulates AI based on its potential risk to 
health, safety, and fundamental rights, banning some 
uses while imposing strict requirements on high-risk 
systems. 

Japan AI Act (2025) Japan’s AI Act primarily sets a framework for future law 
and policies to regulate AI research, development, and 
use, while current AI regulation is mainly based on soft 
laws (e.g., standards, guidelines). 

https://eur-lex.europa.eu/eli/reg/2024/1689/oj
https://www.cao.go.jp/houan/pdf/217/217anbun_2.pdf
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South Korea AI Basic Act (2026) SK’s AI Basic Act with similarities to EU’s AI Act has been 
enacted in 2025 to take effect in 2026. 

United Kingdom AI Bill (2025) The UK’s AI Bill (introduced in March 2025), which aims 
to introduce binding rules for AI regulation, is still in the 
legislative process as of January 2026 (currently at its 2nd 
reading). Until it is enacted, AI oversight in the UK 
continues to rely mainly on soft-law mechanisms, such as 
standards and regulatory guidelines. 

United States California AI Bill SB 
53 (2025) 

California signed AI Bill SB 53, a state law discussed 
widely as it is the first US law that captures the most 
advanced AI models. 

Previous federal legislation on specific issues such as 
deepfakes or discrimination has been revoked by Trump 
administration (2025). US AI Training Act (2021) requiring 
federal agencies to provide AI training for employees in 
management and acquisition roles. 

China General Purpose AI 
(GPAI) Measures 
(2023), AI Labeling 
(2025) 

China adopted several specific AI regulations primarily on 
AI use such as GPAI Measures (2023), AI Labeling (2025) 
including a national AI standards committee (2024). 

Canada Privacy frameworks 
after AIDA pause 

After the Canadian Artificial Intelligence and Data Act 
(AIDA) proposed in 2022 has not been enacted into law, 
Canada has some smaller scale AI regulation mainly 
based guidelines and best practice for instance on 
automated decision-making. 

5.2 Interplay of AI Regulations with other Regulations 
AI regulation interacts closely with existing legal frameworks, both horizontal (cross-domain) and 
vertical (domain-specific). Key areas of overlap include:  

− Cybersecurity laws (e.g., EU Cyber Resilience Act) – ensuring secure AI development, 
deployment, and operation 

− Data protection laws (e.g., Data Act, General Data Protection Regulation (GDPR)) – 
safeguarding privacy, IP, and data access rights 

− Safety regulations (e.g., Machinery Regulation, Programmable Logic Device (PLD), 
General Product Safety Regulation (GPSR)) – ensuring AI-enabled solution do not 
endanger health or safety 

− Fundamental rights frameworks (e.g., EU Charter of Fundamental Rights, European 
Convention on Human Rights) – promoting ethical and fair AI use 

https://www.trade.gov/market-intelligence/south-korea-artificial-intelligence-ai-basic-act
https://bills.parliament.uk/bills/3942
https://legiscan.com/CA/text/SB53/id/3271094
https://www.congress.gov/bill/117th-congress/senate-bill/2551
https://www.cac.gov.cn/2023-07/13/c_1690898327029107.htm
https://www.cac.gov.cn/2025-03/14/c_1743654684782215.htm
https://english.www.gov.cn/news/202412/31/content_WS67736228c6d0868f4e8ee657.html
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Bridging the gaps between sector-specific regulations such as the AI Act, Cyber Resilience Act, 
GDPR, and Data Act, the European Commission recently published the Digital Omnibus 
Regulation Proposal. Its goal is to establish a comprehensive framework to harmonize and 
streamline the application of multiple digital regulations within the EU, ensuring regulatory 
consistency, reducing compliance complexity, and fostering innovation across digital markets. 
For organizations implementing “Security by Default” and striving for Trustworthy AI, the Digital 
Omnibus Regulation Proposal offers several key benefits: 

- Regulatory Alignment: It clarifies the interplay between AI-specific requirements and 
broader obligations in cybersecurity, data protection, and consumer rights, helping 
organizations to design AI systems that meet all relevant standards from the outset. 

- Simplified Compliance: By providing unified procedures and definitions, the proposal 
reduces the risk of conflicting obligations and supports efficient governance and risk 
management for AI systems. 

- Enhanced Trust and Transparency: The proposal encourages the adoption of transparent 
practices, interoperability, and accountability, which are essential for building user trust 
in AI technologies. 

Integrating the Digital Omnibus Regulation Proposal into AI governance frameworks is a strategic 
step for organizations seeking to minimize regulatory risks and maximize the trustworthiness of 
their digital products and services. 

5.3 AI System Labels 
Inspired by cybersecurity labeling (e.g., US Cyber Trust Mark), several initiatives propose AI 
system labels to demonstrate compliance with technical (e.g., safety, cybersecurity, reliability) 
and ethical (e.g., fairness, privacy, traceability, explainability, sustainability) obligations and 
requirements, as defined in frameworks like the EU AI Act. These labels aim to support regulatory 
conformity while enhancing user trust (see Figure 3, Figure 4, and Figure 5). 

Because AI legislation is still evolving (cf. previous section), most proposed AI product labels are 
in the very early stages and should be considered as proposals for potential implementation (see 
Figure 3). While mandatory regulatory compliance with the EU AI Act is integrated into the 
overarching CE marking, additional dedicated proposals for AI labels exist from organizations 
such as German VDE, AIGN OS, OECD, IEEE, Artifact Studio, or Center for AI Safety (CAIS). 

5.4 GenAI Transparency Labels 
A second category of labels focuses on AI-generated content to: 

a) Inform users when content was created or modified by AI 
b) Enable other AI systems to exclude such AI-generated data from training to avoid model 

collapse, among others 

To be effective, these labels should include both human-readable notices and non-removable 
machine-readable watermarks, digital signatures, or similar mechanisms (see Figure 4). 

https://digital-strategy.ec.europa.eu/en/library/digital-omnibus-regulation-proposal
https://digital-strategy.ec.europa.eu/en/library/digital-omnibus-regulation-proposal
https://www.fcc.gov/CyberTrustMark
https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=OJ:L_202401689#art_48
https://www.vde.com/resource/blob/2242194/a24b13db01773747e6b7bba4ce20ea60/vcio-based-description-of-systems-for-ai-trustworthiness-characterisationvde-spec-90012-v1-0--en--data.pdf
https://aign.global/aign-os-the-operating-system-for-responsible-ai-governance/ai-governance-trust-tools-label/
https://oecd.ai/
https://www.ai-trustlabel.org/
https://www.fastcompany.com/90903238/simple-icon-it-easy-to-spot-ai-generated-content
https://safe.ai/work/synthetic-media-disclosures
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Legislative measures, such as Article 50 of the EU AI Act, also introduce mandatory transparency 
labels for generative AI. These rules require clear identification of AI involvement in the creation 
of media such as text, images, audio, and video. Transparency labels help users recognize AI-
generated content (e.g., deepfakes, chatbots), and help AI developers avoid inadvertently 
training models on AI-generated material. 

At present, beyond a few simple voluntary text overlays, no standardized or binding AI 
transparency labels or machine-readable watermarks exist. However, a first draft of a Code of 
Practice with some proposals for the practical implementation of the transparency requirements 
from the EU AI Act has been available since December 2025. 

 
Figure 3: Exemplary AI systems label (AIS 
label) with exemplary combined rating on AI 
system safety, cybersecurity, fairness, 
privacy, and sustainability. 

 

 
Figure 4: Exemplary human-readable label to mark AI-generated 
or AI-manipulated media data to avoid misunderstandings. 

 

 
Figure 5: Proposal for a standardized AI label from Artifact Studio 
for 100% human-generated content (H), for human- and machine-
generated content (AI-H) where the ring show the ratio between 
both, and for 100% machine generated content (AI). 

 
  

https://digital-strategy.ec.europa.eu/en/library/first-draft-code-practice-transparency-ai-generated-content
https://digital-strategy.ec.europa.eu/en/library/first-draft-code-practice-transparency-ai-generated-content
https://www.fastcompany.com/90903238/simple-icon-it-easy-to-spot-ai-generated-content
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6. Security and Privacy Aspects of AI 

 
Figure 6: Security by Default for AI Systems 

6.1 Establishing Security and Privacy by Default: The Foundational Imperative 
As organizations accelerate AI adoption to gain competitive advantage, they also expose 
themselves to new security risks as explained in Section 3.  

To operate safely and responsibly, organizations must embed “Security by Default” into every 
stage of the AI lifecycle. Figure 6 shows some of the key steps that enterprises can adopt to 
incorporate such an approach seamlessly into their AI initiatives. This diagram illustrates how 
Security by Default can be embedded across every stage of the AI lifecycle to ensure trustworthy 
and resilient AI systems. It highlights the key security and privacy controls required during data 
collection, model development, validation, deployment, and continuous monitoring. By 
integrating measures such as provenance tracking, adversarial robustness, SBOM validation, and 
zero‑trust runtime protections, it can provide a unified view of the safeguards needed to manage 
AI risks end‑to‑end, to enterprise CISOs and Security decision makers. The figure sets the 
foundation for the detailed security and privacy considerations discussed throughout this 
section. 

This shift – adoption of a “Security by Default” in AI programs - is essential because AI systems 
are dynamic, probabilistic, and deeply socio-technical. Their behavior can change across 
contexts, their inputs function like executable instructions, and their dependency on sensitive 
data intensifies both security and privacy risks.  
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Technical Risks associated with AI systems 

Expanding on the general risks we highlighted in Section 3 of this Paper, Table 2 below summarizes the most common and critical 
technical security and privacy risks specific to AI systems, which organizations must address to maintain integrity and trustworthiness: 
Table 2: Examples of Technical Risks associated with AI systems 

Threat Name Description Key Areas of Concern 

Prompt Injection & 
Goal Manipulation in 
Large Language 
Models’ (LLMs) 

Exploiting the LLM with malicious inputs to 
bypass safety instructions, reveal sensitive 
data, or trigger unauthorized actions (including 
agent goal and Instruction manipulation). 

A prime target for exploitation, potentially resulting in 
exposure of confidential and private data, system 
compromise, and unauthorized operations carried out by 
the agent. 
 

Data Poisoning & 
Integrity Attacks 

Deliberately corrupting training, fine-tuning, or 
context data to embed backdoors, 
vulnerabilities, or biases that alter the model’s 
behavior. 

Compromises the foundational learning process. It can 
cause models to misclassify specific inputs and is critical to 
defend against due to the risks of biased or harmful 
outputs. 
 

Malicious Content & 
Deceptive Media 

AI creating realistic fake content (e.g., 
deepfakes) for disinformation, fraud, or 
impersonation. This includes AI Agent–driven 
social engineering attacks. 

Deepfake video calls can impersonate company executives 
to trick employees into fraudulent transactions or phishing. 
Voice cloning (vishing) can lead to substantial financial 
losses. 
 

Model Theft & IP 
Extraction 

Attackers stealing proprietary AI models 
(weights, architecture, parameters) or 
algorithms via exposed interfaces or 
repositories. 

Leads to the loss of IP/competitive edge and violates 
copyright risks. Stolen models can be used to develop more 
effective adversarial attacks against the agent system. 

Sensitive Information 
Disclosure & 
Confidentiality 

AI models unintentionally leaking confidential 
data (Personally Identifiable Information (PII) 
or trade secrets) or revealing their internal 

Includes Model Inversion Attacks where output is used to 
recover PII or training data indicators, breaching privacy 
and regulatory compliance (e.g., GDPR or Health Insurance 
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prompt template/secrets. Confidentiality is 
paramount. 

Portability and Accountability Act (HIPAA)). Requires 
managing the human factor risk regarding data access. 

Insecure Output 
Handling 

Using unvalidated AI outputs in other systems. 
This occurs when LLM-generated content is 
passed downstream without adequate 
sanitation or validation. 

Can lead to security risks in back-end systems, such as 
Cross-Site Scripting (XSS), CSRF, privilege escalation, or 
Remote Code Execution (RCE). This is exacerbated if the 
LLM is used to create Infrastructure as Code (IaC) or Policy 
as Code (PaC) templates. 

Excessive Privileges Granting AI systems or their associated plugins 
permissions beyond what is strictly necessary 
(least privilege). 

Amplifies the impact of any exploit, such as prompt 
injection, potentially leading to the deletion or exposure of 
business-critical data on downstream systems if the non-
human identities (NHIs) are compromised. 

AI Supply Chain 
Vulnerabilities 

Exploiting weaknesses in third-party AI 
components, including unvetted pre-trained 
models, open-source libraries, external data 
sources, or compromised infrastructure. 

Compromised dependencies can propagate vulnerabilities 
across multiple AI systems, potentially leading to backdoor 
insertion or model poisoning. Governance frameworks 
must address third-party software and data risks. 

Unwanted / 
Malicious Use of AI 

The intentional misuse of AI’s capabilities for 
offensive cyber activities or other harmful, 
disallowed, or non-compliant actions. 

Includes the use of specialized AI tools for hacking 
(HackGPT, PentestGPT) and general abuse or misuse of AI 
platforms for unauthorized purposes (e.g., resource abuse). 

Model Evasion 
(Adversarial Attacks) 

Crafting subtle, often imperceptible inputs that 
deceive models into making incorrect 
classifications or decisions. This differs from goal 
manipulation (Risk#1) which targets LLMs 
instruction-following behavior. 

Poses significant safety risks in critical systems like 
autonomous vehicles and can be used to bypass security 
mechanisms. Defenses must accommodate the dynamic 
nature of outputs. 
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AI Agent & 
Autonomous System 
Exploitation 

Manipulating self-learning systems that have 
access to internal tools or external systems to 
cause harm or leak data. 

Exploits unique features like Memory Poisoning, Tool 
Misuse, and Inter-Agent Communication Poisoning. This is 
particularly critical in Multi-Agent Systems (MASs) where 
failure can cascade. 

Insecure AI System & 
Component Design 

Core flaws in the AI system's architecture, 
configuration, or security controls, including 
failures to define the boundaries or enforce 
secure model requirements. 

Results in broad, systemic weaknesses and increases the 
attack surface. It includes ignoring human oversight 
checkpoints or failing to address algorithmic bias 
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6.2 Securing the AI Life Cycle 
As it is clear from the examples listed in Table 2, it is important for enterprises to have a 
structured approach – like the “Security by Default” approach we are proposing in Figure 6 - to 
secure the entire lifecycle of their AI programs, applications and workloads. To do so, we 
recommend a Security by Default principle. Adopting Security by Default ensures robust 
protection through automated encryption, identity management, and hardened configurations 
for all the workloads and integrated services in the end-to-end lifecycle of an AI application. With 
this “Security by Default” principle, enterprise security teams can drive integrity and supply chain 
assurance by enforcing trusted sources, signed artifacts, and SBOM validation to prevent 
compromised components. And taking it one step further, for AI development and operations 
(DevOps) teams, what this translates this to - is adopting the traditional Secure Development 
Lifecycle (SDLC) and associated development processes - to Machine Learning (ML) and Security 
Operations needs. This new approach is being called the “Machine Learning Security Operations” 
(MLSecOps). In Figure 7, we propose an MLSecOps framework, that further strengthens this by 
unifying DataSecOps and ModelSecOps, combining secure data lifecycle management with 
secure model DevOps. As shown in Figure 7, this end‑to‑end approach embeds security controls 
from data sourcing through deployment and monitoring. And finally, a clear distinction between 
controls owned internally and those managed by external vendors is also essential, ensuring 
consistent accountability and reducing supply‑chain risks across the AI lifecycle. The subsequent 
sub-sections explain these concepts in further detail.  

A. Integrity and Supply Chain Assurance 

As AI systems become integral to business operations, ensuring their security and 
trustworthiness is paramount. For this purpose, there are three key areas to address, in a Pre-
deployment phase of an AI application:  

(1) Data Provenance and Integrity: Preventing Data Poisoning is foundational. This requires 
implementing robust data validation, sanitization, and anomaly detection mechanisms 
and continually assessing data integrity. The entire history of data transformations 
(lineage) must be tracked and recorded in a non-modifiable, tamper-evident way. 
Organizations must catalog provenance for all datasets and AI models. 

(2) Model Assurance: Models, particularly large ones, are opaque (black box) and difficult to 
inspect. To protect this high-value asset, developers must implement model integrity 
checks (such as hashing and digital signatures) to prevent unauthorized tampering or 
modification of model artifacts. This is supported by maintaining an AI Bill of Materials 
(AIBOM), an inventory of every dataset, dependency, and hardware accelerator used, 
which aids in governance and vulnerability tracking. 

(3) Supply Chain Risk Management: Organizations must vet all third-party/open-source 
components and dependencies thoroughly before use, reviewing licensing and 
compliance requirements. Governance frameworks, such as the National Institute of 
Standards and Technology Artificial Intelligence Risk Management Framework (NIST AI 
RMF), explicitly require policies and procedures to address AI risks arising from third-party 
software and data and other supply chain issues. 
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Figure 7: MLSecOps Framework
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The diagram (Figure 7) shows how MLSecOps secures the entire AI/ML lifecycle by combining 
DataOps and MLOps into a unified security framework. At each stage—data sourcing, ingestion, 
model training, testing, deployment, and monitoring—it maps common threats to the controls 
needed to mitigate them. 

• Stage 1 - Data planning & ingestion: Prevents issues like biased or tampered data using 
steps such as verifying data licenses and hashing incoming datasets to detect 
manipulation. 

• Stage 2 - Model development: Addresses risks like adversarial manipulation through 
secure coding practices and automated robustness tests (e.g., checking whether small 
perturbations can fool the model). 

• Stage 3 - Deployment: Uses trusted registries and signed model artifacts to prevent 
version tampering or model theft. 

• Stage 4 - Monitoring: Detects threats such as model inversion or drift by monitoring API 
behavior and anomaly patterns. 

Overall, the framework ensures AI systems remain secure, trustworthy, and resilient through 
every phase of their lifecycle. 

B. Runtime Robustness and Defense Architecture 

And once the application is nearing deployment or is in runtime (production), the focus should 
shift to securing deployed AI systems through zero-trust access, guardrails for safe outputs, and 
real-time monitoring. 

(1) Zero Trust Architecture (ZTA): ZTA is the recommended approach, shifting away from 
network-centric defenses to an asset-centric and data-centric approach. ZTA ensures 
continuous authentication and dictates that the LLM or agent must operate with least-
privilege access (Just-in-Time (JIT)/ Just Enough Administration (JEA)), thereby limiting the 
potential damage from prompt injection or similar exploits. 

(2) AI-Specific Guardrails: Because LLMs are non-deterministic, security must be baked into 
the runtime using purpose-built guardrails. These tools (like LlamaFirewall or NeMo-
GuardRails) enforce policy on outputs, sanitize inputs, manage output filtering, and 
prevent autonomous decisions that violate compliance rules. 

(3) Continuous Monitoring and Incident Response: Effective defense requires real-time 
monitoring of AI system behavior. This includes tracking security alerts, logging critical 
actions, and detecting anomalies or model drift to ensure the model’s functionality and 
trustworthiness remain consistent while in production. Formal AI Security Incident 
Management Processes must be established and align with enterprise response plans. 
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6.3 Privacy by Design: Protecting Sensitive Data and Confidentiality 
While adopting “Security by default” principles into the design of an AI system, a very important 
goal for the system design and architecture team, is privacy. AI systems can inadvertently expose 
PII, confidential business data, or IP through prompts, outputs, or compromised supply chains. 
Embedding privacy controls from the start reduces these risks and strengthens trust. And as we 
have covered in the previous sections on Regulations, Global regulations such as GDPR, California 
Consumer Privacy Act (CCPA), and sector-specific mandates like HIPAA and EU AI Act require 
organizations to implement privacy-preserving measures by design. 

We recommend that Enterprises adopt a “Privacy by design” approach to achieve these goals. 
That is, to incorporate privacy measures during the design stage of AI systems and applications. 
Core measures while adopting this approach, could include: 

• Data Minimization: Collect only necessary data; apply anonymization and 
pseudonymization. 

• Differential Privacy: Use privacy-preserving techniques during training and inference. 

• Access Controls: Enforce Role Based Access Control (RBAC)/ Attribute Based Access 
Control (ABAC) and least privilege for sensitive data. 

• Encryption Everywhere: Protect data in transit and at rest; manage keys securely. 

• Compliance Integration: Bake regulatory requirements into architecture and monitoring 
workflows. 

This approach complements the aspects we covered earlier in Integrity & Supply Chain 
Assurance by ensuring provenance without exposing sensitive data and strengthens Runtime 
Robustness by enforcing privacy guardrails during inference and tool orchestration. 

6.4 Protecting AI systems – Architecture Pattern 
This reference architecture shown in Figure 8 illustrates how to secure an agentic AI environment 
by applying the “Security by default” principles we covered in the previous section —i.e., from 
user entry to tool execution and enterprise data access—using security‑by‑default controls, 
zero‑trust principles, and continuous monitoring. The design places enforcement points along 
the entire interaction path: identity and access management, guarded orchestration, protected 
model runtime, policy‑controlled tool use, and data leakage prevention at enterprise boundaries. 

End-to-End Flow & Security Control Points 

• User Entry: Identity and Access Management (IAM) authenticates users; Guard 
Monitoring inspects prompts for policy compliance. 

• Agent Orchestration: Enforces least privilege, validates requests, and applies output 
filtering at every hop. 

• LLM Runtime: Hardened environment with guardrails for prompt sanitization and safe 
outputs. 



 
 

Principle 3 – Security by Default 

 

Classification CoT Public   24 

 

• Configuration & Version Control: Centralized policy management and auditable, signed 
artifacts. 

• Tool Zone: Controlled tool invocation with per-tool permissions and monitoring. 

• Enterprise Access: Agent Access Control and Data Leakage Monitoring protect APIs, apps, 
and sensitive data. 

• Operations: Unified telemetry, anomaly detection, alerts, and automated incident 
response. 

To summarize, AI security and privacy are foundational imperatives for secure and trustworthy 
AI systems, and these systems need a shift to "Secure by default”. Securing AI systems requires 
addressing technical risks through lifecycle controls—integrity and supply chain assurance, 
runtime defense, and privacy by design. These measures, driven by global regulations, are 
reinforced by a zero-trust reference architecture for agentic systems, ensuring resilience, 
compliance, and trust across data, models, and enterprise integrations. 

 

 



Charter 
of Trust 

 

Principle 3 – Security by Default 

  

Classification CoT Public   25 

  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: Agentic AI architecture and placement of security components 
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 7. Use Case: AI as a Tool to Enhance Cybersecurity 

Beyond the risks, AI can also help implement Security by Default. AI is transforming cybersecurity 
by enabling automation, rapid threat detection, and smarter incident response. Yet, these 
advances also introduce new vulnerabilities and ethical concerns. To fully realize AI’s potential 
while minimizing risks, it is essential to embed Security by Default into AI systems for 
cybersecurity—ensuring that strong safeguards are active from the outset and maintained 
throughout the AI system’s lifecycle. This approach makes security an inherent property of every 
AI-driven solution, not an afterthought. By combining robust governance with Security by 
Default, organizations can harness AI’s strengths to protect their assets, uphold ethical standards, 
and build lasting trust. 
Table 3: AI usage 

AREA AI USAGE 

Threat Detection 
and Prevention 

 

AI-Driven Threat 
Analysis 

Rapidly analyzes large-scale data to identify patterns and anomalies indicating 
cyber threats through automated logfile analysis. This improves both the speed 
and precision of detection and supports the verification of risk assessments. 

AI-Powered 
Endpoint 
Detection and 
Response (EDR) 

Establishes baselines for normal activity (e.g., login patterns, process 
execution) and flags deviations such as lateral movement or misuse of admin 
tools. AI models continuously monitor endpoints, adapt in real time, reduce 
false positives, and promote secure behavior as the default user experience. 

AI-Insider 
Threat 
Detection 

Analyzes behavioral patterns to identify potential internal threats, monitoring 
for data exfiltration, unusual access, and sentiment in communications. Default 
monitoring policies reduce reliance on manual audits, and risky actions can be 
automatically escalated or blocked. 

AI-Powered 
Email Threat 
Prevention 

Analyzes headers, content, and sender reputation to block phishing attempts. 
Every inbound message is analyzed in real time, with links and attachments 
sandboxed and evaluated. This enhances email security independently of user 
awareness, minimizing risk by default 

Automated 
Incident Response 

AI-powered systems automate responses to cyber incidents (e.g., isolating 
compromised systems, blocking malicious traffic) and support decisions with 
real-time logfile analysis. This enables swift containment, reduces response 
time, and mitigates threats efficiently. 
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 Risk Management, 

Governance & 
Compliance 

Monitors systems, predicts vulnerabilities, provides mitigation 
recommendations, and supports self-assessments and compliance tasks. This 
leads to faster risk detection, fewer exploitable vulnerabilities, and reduced 
manual effort. 

Proactive Defense Identifies potential threats through anomaly and network detection, 
supporting red-teaming and penetration testing. This enables earlier threat 
discovery and proactive defense. 

Human Factor  

Enhancing 
Cybersecurity 
with AI 

Supports human decision-making with real-time insights and automated 
recommendations, prioritizes alerts, and complements human intuition in 
threat hunting. This results in faster detection and response, reduced cognitive 
burden, and more focused attention on critical threats. 

AI-Driven 
Security 
Awareness 
Training 

Personalizes security training based on employee role, behavior, or past 
actions. This improves security awareness across the organization, including 
non-technical staff, without requiring active user initiative. 

AI-Based 
Phishing 
Simulations 

Uses generative AI to create realistic, personalized phishing simulations and 
automatically generates campaigns. Employees develop instinctive resistance 
to phishing, and administrators save time on campaign creation. 

AI-Enhanced IAM Automates identity verification and access control, continuously monitors user 
behavior, and adapts access policies in real time. This improves accuracy, 
prevents unauthorized access, and enhances protection against insider threats. 

Adaptive Access 
Control (key 
capabilities) 

Enforces least privilege, triggers adaptive authentication for high-risk logins, 
and applies conditional access rules based on AI-generated risk scores. This 
enhances security and reduces administrative effort. 

AI-Powered 
Role Mining and 
Access Reviews 

Analyzes access patterns to identify over-provisioned users, recommends least-
privilege roles, and generates risk-based access reviews. This reduces excessive 
permissions and improves security hygiene. 

Continuous 
Authentication 
via Behavioral 
Biometrics 

Continuously verifies identity using typing patterns, mouse movements, and 
session behavior, reducing reliance on passwords or static Multi-factor 
authentication (MFA). This enhances security and protects against account 
compromise. 
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 AI-Based 

Identity Risk 
Scoring 

Evaluates risk in real time using factors like impossible travel and unusual 
access times, enabling adaptive access policies. This improves security through 
context-aware access control. 

JIT Access with 
AI 

Predicts the need for temporary elevated access, grants it when required, and 
revokes it automatically. This minimizes standing privileges and enhances 
security. 

Secure 
Configuration 
Management via 
CSPM + AI 

Continuously audits infrastructure and cloud assets, detects insecure defaults, 
and enforces secure configurations. This ensures consistent security and 
reduces manual compliance effort. 

Enhanced Patch 
Management & 
Vulnerability 
Prioritization 

Assesses vulnerabilities contextually, prioritizes them, and recommends or 
deploys critical patches. This enables faster, risk-based patching and reduces 
exposure to vulnerabilities 

 

Automated 
Security Policy 
Enforcement via AI 
(e.g. SOAR) 

Automates actions like account lockouts or network quarantines based on 
detected threats. This speeds up threat response and reduces human error. 

Data Loss 
Prevention (DLP) 
with AI 

Automatically classifies sensitive data and applies policies to block or encrypt it 
based on context. This ensures consistent protection of sensitive data and 
reduces manual effort. 
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 8. Conclusion 

In conclusion, the rapid adoption of AI presents both significant opportunities and substantial 
risks. As AI becomes integral to innovation and efficiency across industries, it is essential to 
prioritize security and privacy throughout the AI lifecycle. The "Security by Default" approach is 
critical to ensuring AI systems are secure, trustworthy, and resilient to emerging threats. 

To achieve this, security and privacy must be embedded into AI governance from the outset, 
guiding design, deployment, operation, and corporate education. Effective governance 
frameworks, alongside regulatory measures like the EU AI Act, provide accountability and 
transparency. It is highly recommendable for organizations to closely follow and adapt to the 
regulative evolution in this area –not only in the legal departments, but in an overarching 
capacity. Addressing ethical concerns, including fairness and privacy, is also vital to responsible 
AI deployment. 

Security risks—such as data poisoning, model theft, and malicious AI-generated content—
require specialized defenses. AI systems must integrate protective measures like data integrity 
checks, zero-trust architectures, and continuous monitoring. Privacy-enhancing technologies, 
such as differential privacy and federated learning, are essential for minimizing data exposure 
and ensuring compliance with regulations like GDPR. 

As AI systems create unique security and privacy risks, organizations must embed Security by 
Default and privacy by design across the entire AI lifecycle. This requires structured controls for 
integrity and supply chain assurance (e.g., data provenance, model assurance, third-party risk), 
runtime robustness and zero-trust defenses (least privilege, guardrails, continuous monitoring), 
and privacy measures (data minimization, encryption, access control, differential privacy, and 
built-in compliance). A zero-trust, end-to-end reference architecture with enforcement points 
from user entry to enterprise data access helps ensure AI systems remain resilient, compliant, 
and trustworthy in real-world use. 

AI’s role in cybersecurity further highlights its dual function as both a tool for securing systems 
and a potential target. By automating threat detection, incident response, and risk management, 
AI can help organizations stay ahead of cyber threats, making security a core component of 
operations. Ultimately, the secure, ethical deployment of AI demands a proactive, holistic 
approach—one that places security, privacy, and governance at the forefront of every stage of 
the AI lifecycle. "Security by Default" is not just a best practice; it’s a fundamental standard for 
ensuring AI systems remain safe, ethical, and trustworthy as they evolve.  
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 10. Acronyms & Glossary 

Technical Terms 

Acronym Expansion Definition 

ABAC Attribute Based Access 
Control 

Authorization model that evaluates attributes (or 
characteristics), rather than roles, to determine 
access. 

AI Artificial Intelligence Technology that enables machines to mimic human 
intelligence tasks. 

AIBOM AI Bill of Materials Complete inventory of all the assets in your 
organization's AI ecosystem.  

AIGN OS Operating System for 
Responsible AI 
Governance 

Structured, certifiable governance architecture 
designed to help organizations turn AI- and 
data-governance principles into measurable, 
operational practice.  

CE Conformité Européenne CE Marking is a label indicating that a product 
complies with applicable EU regulations regarding 
safety, health, environmental protection, and energy 
efficiency.  

CCPA California Consumer 
Privacy Act 

Data privacy law that gives California residents rights 
over their personal information.  

CSPM Cloud Security Posture 
Management 

Set of tools and practices designed to continuously 
monitor and improve the security of cloud 
environments.  

DevOps Development and 
Operations 

Culture and set of practices that aim to improve 
collaboration between software developers and IT 
operations teams.  

DLP Data Lost Prevention Set of tools and processes designed to prevent 
sensitive information from being lost, misused, or 
accessed by unauthorized users.  

EDR Endpoint Detection and 
Response 

Cybersecurity solutions that collect and analyze data 
from endpoints to identify suspicious activity, provide 
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 real-time threat detection, and enable quick 

investigation and remediation of security incidents.  

GenAI Generative AI AI systems that create new content such as text, 
images, or code.  

GDPR General Data Protection 
Regulation 

European Union law that governs how organizations 
collect, process, and store personal data of EU 
residents.  

GPAI General Purpose AI AI systems designed to perform a wide range of tasks 
across different domains, rather than being 
specialized for a single application.  

GPSR General Product Safety 
Regulation 

EU regulation that establishes a modernized 
framework for the safety of consumer products 
placed on the EU market.  

GPT Generative Pre-trained 
Transformer 

Hack GPT refers to AI tools used to develop or 
automate malicious hacking activities, whereas 
Pentest GPT denotes AI-assisted tools used to 
support authorized, ethical penetration testing.  

HIPAA Health Insurance 
Portability and 
Accountability Act 

U.S. law that sets standards for the protection and 
confidential handling of patients’ medical 
information.  

IaC Infrastructure as Code Practice in IT and DevOps where infrastructure 
(servers, networks, databases, etc.) is defined and 
managed using code rather than manual processes.  

IAM Identity and Access 
Management 

Framework of policies, technologies, and processes 
that ensures the right individuals have the 
appropriate access to resources within an 
organization.  

IP Intellectual Property Refers to creations of the mind that are legally 
protected to give the creator exclusive rights to use, 
sell, or license them (such as inventions, literary and 
artistic works, designs, symbols, names, and images).  

JEA Just Enough 
Administration 

Granting only the minimum required privileges to 
perform specific tasks.  
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 JIT Just-in-Time JIT Access is security practice where users are granted 

elevated privileges only for the exact time they need 
them, rather than permanently.  

LLM Large Language Model AI models trained on vast text data to generate 
human-like language. 

MASs Multi-Agent Systems Systems composed of multiple interacting intelligent 
agents that work together (or compete) to solve 
complex problems that are difficult for a single agent 
to handle.  

MFA Multi-factor 
authentication 

Electronic authentication layer requiring two or more 
credentials to verify identity. 

ML Machine Learning A subset of AI focused on systems that learn and 
improve from data. 

MLSecOps Machine Learning 
Security Operations 

Practice of integrating security into the full machine 
learning lifecycle.  

NHI Non-Human Identities Machine, application, service account or other 
non-human entity that needs authentication and 
access to systems or data.  

NIST National Institute of 
Standards and 
Technology 

U.S. government agency developing technology and 
cybersecurity standards. 

NIST AI RMF NIST Artificial 
Intelligence Risk 
Management Framework 

Guideline developed to help organizations identify, 
assess, manage, and mitigate risks associated with AI 
systems.  

PaC Policy as Code Practice where organizational policies are defined, 
managed, and enforced using code.  

PLD Programmable Logic 
Device 

Electronic component used to implement digital logic 
circuits that can be programmed by the user after 
manufacturing.  

PII Personally Identifiable 
Information 

Set of data that could be used to distinguish a specific 
individual. 
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 RBAC Role Based Access 

Control 
Model for authorizing end-user access to systems, 
applications and data based on a user's predefined 
role. 

RCE Remote Code Execution Type of cybersecurity vulnerability that allows an 
attacker to run arbitrary code on a remote system 
without authorization.  

SDLC Secure Development 
Lifecycle 

Structured, step-by-step process used by 
development teams to design, build, test, and deploy 
high-quality software efficiently 

SOAR Security Orchestration, 
Automation, and 
Response 

Cybersecurity approach and platform that integrates 
tools, automates workflows, and coordinates 
responses to security incidents.  

XSS Cross-Site Scripting Web security vulnerability that allows an attacker to 
inject malicious scripts into a trusted website, which 
then execute in the browsers of visitors.  

ZTA Zero Trust Architecture Cybersecurity model that assumes no user or device 
should be trusted by default. Access to resources is 
granted only after continuous verification.  
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 Organizations and Institutions 

Acronym Expansion 

AIGN  The Operating System for AI Governance. Website  

CoT Charter of Trust. Website 

EU European Union. Website 

VDE German Association for Electrical, Electronic & Information 
Technologies. Website  

IEEE Institute of Electrical and Electronics Engineers. Website  

OECD Organisation for Economic Co-operation and Development. Website  

 

 

  

https://aign.global/
https://www.charteroftrust.com/
https://european-union.europa.eu/index_de
https://www.vde.com/en
https://www.ieee.org/
https://www.oecd.org/en.html
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 Main Contributors 

 

• Agora Strategy Group AG 

• ATOS SE 

• Danfoss 

• IBM Corporation 

• Mitsubishi Heavy Industries, Ltd. 

• Robert Bosch GmbH 

• Siemens AG 

• TÜV SÜD AG 
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  The Charter of Trust 

Protecting the digital world of tomorrow 

 About the Charter of Trust 
The Charter of Trust is a non-profit alliance of leading global companies and organizations 
working across sectors to make the digital world of tomorrow a safer place. It was founded in 
2018 at the Munich Security Conference to enhance cybersecurity efforts and foster digital trust 
in the face of an increasingly complex and severe cyber threat landscape. 

  
 
 

A unique initiative underpinned by 10 principles fundamental to a secure digital world, the 
Charter of Trust is working to protect our increasingly digitized world and build a reliable 
foundation on which trust and digital innovation can flourish. It contributes to the development 
of effective cybersecurity policies that strengthen global cybersecurity posture and provides 
expertise on topics including AI, Security by Default, supply chain security, and education. 

Objectives 
The Charter of Trust seeks to harmonize cybersecurity approaches and address cybersecurity 
challenges from a holistic, ethical and fair perspective. The alliance is collaborating across 
industries to cultivate, advocate, and enhance global cybersecurity standards. By fostering 
widespread awareness and sharing expertise, it ensures a cohesive approach to security that 
enables seamless global interoperability. 

Key principles 
The work of the Charter of Trust is underpinned by 10 principles fundamental to a secure digital 
world: 

 

 

 
Contact 
Point of contact: contact@charteroftrust.info 

6. Ownership for cyber and IT security 

7. Responsibility throughout the digital 
supply chain 

8. Security by Default 

9. User-centricity 

10. Innovation and co-creation 

1. Education 

2. Cyber-resilience through 
conformity and certification 

3. Transparency and response 

4. Regulatory framework 

5. Joint initiatives 

 

https://www.charteroftrust.com/about/
mailto:contact@charteroftrust.info
https://www.linkedin.com/company/charter-of-trust/
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